Abstract

Explicitly parallel languages and explicitly serial languages are each over-constrained, though in different ways. Concurrent Collections (CnC), on the other hand, maximizes the scheduling freedom for a given target (efficiency) and also among distinct targets (portability). The domain expert writing a CnC program focuses on the meaning of the application, not on how to schedule it.

To prepare an application for parallel execution, we first need to answer two questions: “How should the data and computation be divided into chunks that are potential parallel?” and “What are the scheduling constraints among these chunks?” A CnC program specifies exactly this information. The resulting program is “ready for parallelism.” CnC isolates the work of the domain expert (interested in finance, chemistry, gaming…) from the tuning expert (interested in load balance, locality, scalability, …) This isolation minimizes the need for the domain expert to think about all the complications of parallel systems. CnC is a coordination language that specifies the required orderings among potentially parallel chunks of application. As a coordination language it must be paired with a computation language. Intel® Concurrent Collections for C++ supports C++ programs.

The talk will include an introduction to the CnC domain specification, an overview of an entirely separate approach for specifying the tuning of the domain spec and performance results for the Intel distributed CnC/C++ system.
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